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ВВЕДЕНИЕ
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1 Язык IBM X10

* 1. Трансляционно-циклический обмен информацией
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Формулы следует набирать в Microsoft Equation, например так . Если на формулы есть ссылка в тексте, то формула набирается по центру.

|  |  |
| --- | --- |
|  | (1.1) |

Рисунки по центру.



Рисунок 1.1 – Пример иерархической организации
коммуникационной среды кластерной ВС

На рис. 1.1 приведен пример иерархической организации коммуникационной среды кластера.



Рисунок 1.2 – Пример иерархической организции
коммуникационной среды вычислительного кластера:
три вычислительных узла на базе 2 x AMD Opteron 275;
*N* = 12; *L* = 3; *n*23 = 2; *C*23 = {9, 10, 11, 12}; *с*23 = 4; *g*(3, 3, 4) = 2; *z*(1, 7) = 1

На рис. 1.2 приведен комплексный пример.

Таблицы оформлять так.

Таблица 5.1 – Результаты экспериментов

|  |  |  |
| --- | --- | --- |
| Граф | Время работы пакетаMaple 11, с | Время работа созданного алгоритма, с |
| *C*1 | 2,8 | < 0,01 |
| *C*2 | 14,3 | < 0,01 |
| *C*3 | 32,4 | 0,01 |
| *G*1 | 3,0 | 0,02 |
| *G*2 | 1123,0 | 0,50 |
| *G*3 | > 24 часов | 507,2 |

ЗАКЛЮЧЕНИЕ

В результате выполнения работы разработан и исследован алгоритм …

Осуществлено моделирование разработанного алгоритма. Показано, что …
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ПРИЛОЖЕНИЕ

1 Исходный код примеров

/\*

 \* pi\_mpi.c: MPI simple integration example.

 \*

 \*/

#include <stdio.h>

#include <stdlib.h>

#include <math.h>

#include "mpi.h"

int main(int argc, char \*argv[])

{

 double PI25DT = 3.141592653589793238462643;

 int i, rank, commsize;

 double nsteps, step, local\_pi, pi, sum, x;

 double time = 0.0;

 int namelen;

 char processor\_name[MPI\_MAX\_PROCESSOR\_NAME];

 MPI\_Init(&argc,&argv);

 MPI\_Comm\_size(MPI\_COMM\_WORLD, &commsize);

 MPI\_Comm\_rank(MPI\_COMM\_WORLD, &rank);

 MPI\_Get\_processor\_name(processor\_name, &namelen);

 fprintf(stdout,"Process %d of %d is on %s\n",

 rank, commsize, processor\_name);

 fflush(stdout);

 nsteps = (argc > 1) ? atoi(argv[1]) : 100000;

 if (rank == 0)

 time -= MPI\_Wtime();

 MPI\_Bcast(&nsteps, 1, MPI\_INT, 0, MPI\_COMM\_WORLD);

 step = 1.0 / (double)nsteps;

 sum = 0.0;

 for (i = rank + 1; i <= nsteps; i += commsize)

 {

 x = ((double)i - 0.5) \* step;

 sum += 4.0 / (1.0 + x \* x);

 }

 local\_pi = nsteps \* sum;

 MPI\_Reduce(&local\_pi, &pi, 1, MPI\_DOUBLE, MPI\_SUM, 0,

 MPI\_COMM\_WORLD);

 if (rank == 0) {

 time += MPI\_Wtime();

 printf("PI is approximately %.16f, Error is %.16f\n",

 pi, fabs(pi - PI25DT));

 printf("(nsteps = %d, step = %f)\n", nsteps, step);

 printf("Elapsed time = %.4f sec.\n", time);

 fflush(stdout);

 }

 MPI\_Finalize();

 return 0;

}